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● Language models often reflect harmful gender, racial, and cultural  stereotypes

● These biases emerge from training data and can impact downstream tasks
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ChatGPT assumes the doctor is the “he”



● ATOMIC    : A large-scale commonsense knowledge graph
● COMET: A generative commonsense model for automatic commonsense KB 

completion
● COMET-ATOMIC    : COMET trained on ATOMIC
● It takes:

○ An event (e.g., “X goes to work”)
○ A relation (e.g., xIntent)

and predicts the likely inference (e.g. X wants to make money)
● Question: Does COMET-ATOMIC    also learn social biases encoded in its training 

data?

COMET-ATOMIC
Introduction Existing Work Experiment Result
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Understanding Gender Bias in Language Models
Introduction Existing Work Experiment Result

● Review relevant research in gender bias in language models
● Highlight the gap our project is trying to fill



Word Embeddings and Gender Stereotypes
Introduction Existing Work Experiment Result

● “Man is to Computer Programmer as Woman is to Homemaker?Debiasing Word 
Embeddings” (2016)

● Showed that word embeddings reflect social stereotypes
● Inspired techniques for debiasing, such as the association between between 

the words receptionist and female, while maintaining desired associations 
such as between the words queen and female.



Bias in Large Language Models (LLMs)
Introduction Existing Work Experiment Result

● “StereoSet: Measuring stereotypical bias in pretrained language models” (2021)
○ Present StereoSet, a large-scale natural English dataset to measure 

stereotypical biases in four domains: gender, profession, race, and 
religion.

○ Contrast both stereotypical bias and language modeling ability of 
popular models like BERT, GPT2, ROBERTA, and XLNET.

● “Should ChatGPT be Biased? Challenges and Risks of Bias in Large Language 
Models” (2023)
○ Provide an in-depth discussion on the ethical challenges and risks of 

bias.



Name-based Biases in LMs
Introduction Existing Work Experiment Result

● “You are Grounded!" Latent Name Artifacts in Pretrained Language Models” 
(2020)
○ Highlights how named entities influence model outputs, often leading to 

unintended associations
● “Nichelle and Nancy: The Influence of Demographic Attributes and Tokenization 

Length on First Name Biases” (2023)
○ Find that demographic attributes of a name (race, ethnicity, and gender) 

and name tokenization length are both factors that systematically affect 
the behavior of social commonsense reasoning models.



Commonsense Reasoning Models
Introduction Existing Work Experiment Result

● “Uncovering Implicit Gender Bias in Narratives through Commonsense Inference” 
(2021)
○ Used COMET as a tool for inferring social implications to analyze implicit 

gender bias in narratives.
○ But COMET's own bias not evaluated

● “Lawyers are Dishonest? Quantifying Representational Harms in Commonsense 
Knowledge Resources” (2021)
○ Used COMET and ConceptNet to analyze representational harms
○ Focused on static graph-based analysis and inter/intra-target disparities



Our Contribution
Introduction Existing Work Experiment Result

● We evaluate COMET-ATOMIC    as a generative model.
● We test identical prompts with male, female, and unisex names.
● We analyze outputs for gender-based differences in reasoning.
● Focus on career, emotion, and social role contexts.
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Dataset
Introduction Existing Work Experiment Result

Alex argued with the designer

Name Event



Dataset
Introduction Existing Work Experiment Result

Alex argued with the designer

Unisex Names

Person X

Social Security Administration, "Top names of the period 1923–2022," U.S. Social Security 
Administration, 2023.  https://www.ssa.gov/oact/babynames/decades/century.html.

● 100 female names,  100 male names
● U.S. Social Security Administration’s dataset 

● Unisex names for comparison

https://www.ssa.gov/oact/babynames/decades/century.html


Dataset
Introduction Existing Work Experiment Result

Alex argued with the designer

A. Bordia and S. Bowman, "Identifying and reducing gender bias in word-level language models," arXiv preprint arXiv:1804.06876, 
Apr. 2018. [Online]. Available: https://arxiv.org/abs/1804.06876.

● 400 unique events extracted from WinoBias

● WinoBias:
○ To evaluate gender bias in coreference resolution systems
○ Incorporates occupational and gender-based stereotypes

● Process:
○ Extracted only the main events (actions)
○ Removed subject, reasoning and subevent
○ Removed duplicates

https://arxiv.org/abs/1804.06876


Model Inference
Introduction Existing Work Experiment Result

Relations

Hwang, Jena D. et al. “COMET-ATOMIC 2020: On Symbolic and Neural 
Commonsense Knowledge Graphs.” AAAI Conference on Artificial 
Intelligence (2020).

● 51 predefined labels
● types of commonsense inferences that link events 

to likely causes, effects, or attributes.
● describe what kind of knowledge is being inferred 

from a base event.



Names
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Evaluation

Sentiment Analysis
Agreement Score

Lexical Bias Analysis

Names

Model Inference
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Sentiment Analysis - Bart
Introduction Existing Work Experiment Result

Positive Neutral Negative

Female Name 0.123 0.811 0.061

Male Name 0.127 0.802 0.067

Unisex Name 0.118 0.811 0.068

PersonX 0.096 0.841 0.063

● Total: 20400 data samples.
● Mean sentiment scores (positive, neutral, negative) computed over all samples.
● Statistical tests conducted to compare sentiment distributions between female and 

male names.

t-value p-value

Positive -3.147 0.002

Neutral 5.688 0.000

Negative -5.106 0.000



Sentiment Analysis - GPT2XL
Introduction Existing Work Experiment Result

Positive Neutral Negative

Female Name 0.131 0.766 0.102

Male Name 0.152 0.745 0.102

Unisex Name 0.139 0.753 0.107

PersonX 0.180 0.741 0.79

● Total: 20400 data samples.
● Mean sentiment scores (positive, neutral, negative) computed over all samples.
● Statistical tests conducted to compare sentiment distributions between female and 

male names.

t-value p-value

Positive -10.768 0.000

Neutral 8.587 0.000

Negative 0.103 0.918



Agreement Score Analysis
Introduction Existing Work Experiment Result

t-value p-value

Bart PersonX -3.766 0.000166

Bart Unisex -6.362 2e-10

GPT2 PersonX -7.229 5e-13

GPT2 Unisex -2.438 0.0148

● Female vs. Male relative to neutral reference



Lexical Bias Analysis
Introduction Existing Work Experiment Result

● Relative Frequently Appearing Words by Gender and Model

Bart Female Bart Male GPT2 Female GPT2 Male

grace compliments suspected superior

refused friends honored lucky

uncomfortable perfect demanded kill

guilt mistakes dishonest heroic

fraud lost admire succeed



Conclusion and Future Directions
Introduction Existing Work Experiment Result

Conclusion
● Our study reveals that COMET-ATOMIC     generates different commonsense 

inferences based on gender, producing unequal outputs when prompted with 
male versus female names.

Future Directions
● Conduct granular analysis of bias across individual relation types.
● Extend to attributes like race, age, etc.
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